
NuMERICAL SOLUTIONS OF ODEs
.

Anyonewith passingaquaintancenations
withta

wide
range of physical/biological/ financial/en.

phenomenon.

But when one is asked for explicit examples ,
one

is often told serious examples need PDEs .
In fact,

ODEs are already rich enough. I won't discuss

anyoftheseexamples
but i you're interedis

Eron .#HYSICALPHENOMENON -Growth mode

from
- Mechanical systems - climate modding Neoclassical South
- Lorenz attractors etc.

theory
- Rate of reactions 15 Solow,

Harrod-

POLOGICALPHENOMENON Domaz Ramey-

Cause - Koopmans,
- Population Dynamics Mankiw-Romer-Weil-

Modeling of disease spread ...) etc
.

- Hodgkin-Huxley Neuron etc.

FINANCIAL PHENOMENON

- Chapman-Kolmogor ODEs for Markov Models
~ ELSONE) = OSE Croughly !) ,

so useful in
calculation of mathematical newes.



Gettinge
given

the EVP

W) f : [to
,
to+i] XIR-> IR

(E) Stya cassumed sufficiently
regular

* Usually, one may not be able to solve
(E) analytically. But we might still desire

qualitative/quantitatio analysis of exact
solutions to (E) .

(Typically, qualitative > bulk
, quantitativetends to be art instantaneous behavior . Ove

your of this are of mathematic is to produce
algorithms which produce approximations that

fit the observed qualitativ behavior...

BPROBLEM .
Given a mesh

to <t, < . .. < tw = to+T

of the interval [to ,
to+B]produce [Yn3,nethat approximates Elth) for an exact

solution z of (E).

Notation hn = tan-tr ,
OENt

hmax = max In
·NIN-1



Ide "Discretize" (E) and produce Yet
from Yu, ..., Yn-wey
- usually called anmethod

GOAL Preside and analy a family of
1-step methods.

EPLE1 . (Eula's method

LetI be an exact solution to (E). Then,

by linear approximation :

zltn+1) = Elta) + In zltn)
= Eltn) + hm f(th , zctn)

This suggests the algorithm :

ALGORITHM (Euler's Method) (OEMIN-1)

&Y Fynthft,

Note . Requires ↑ evaluation of f per step)



exact solution to
Z

SY,ma
E6. Schematics of Eulu's Method.

A
hew

idea

.Insteadofapproximatinaby
interalIt,thewecouldtyaa
-

stope of z at

the midpoint of [tu,until

- This leads to the mid-point method.



EMPLE2 . (Midpoint Method)

As explained before,
we wish to use

zltna) = Eltn) + hmZLtnth
= zltn) + hnif (tn+h , z(fu+b)

um

↑don't know !

soapproximate
= Elta) + Gnof (Enth , zctr) +hf(tu ,zath)

ALGORITHM (Midpoint Method) OIN-1

E
Yn+yz

= yn + mf(tn, yn)

yn+ 1 = yn + hnf(tn+h , yn+y)

Ent = Anth

(Note. Requires 2 evaluations of f per step)



Systematic study of one-step methods

Notations of the introduction in force.

Def1.
A 1-step method is a method of
-the approximations[Yn3 m= 1

, . . .,
Mcomputing

in which Yut May be written as

Yats = yn + he ECtn , yn,
hm) for On< N

where I : [to, to+T] x RxIR -> IR is a

continuous function.

Bu . Su practice ,
the function I is prescribed only

on a set of the formo,
to+T] x Jx[0

, 8] where

JER is an interval such that [to
,
to+T x] is

contained in the domain of definition of the ODE

and 830 is suff small.

To analyse 1-step methods
,
let us introduce

various measures of error.

D2. (Local Error

The local (or1-step) eror relative to an

exact solution z of the ODE (E) is

en = Eltn) - "Ent On=N- 1



Where Jun is the approximation produced
by 1-step application of our procedure with
excet solution Etta)

Thus
, Yun = Eltn) +htr

,
Zetu)

,
hm) and

en = Eltr+) -Eltr) - In Eltn
,

Zita)
,
hn)

·. 3 (Global error)
The Global error relative to an exact solution
z of the ODE (E) is

On = mat 1zlty)-yel
ojen

where Syj3j1
, ....

n
are values produced Y

successive application of our procedure
starting from the initial value yo= EHO).

Pe4. (Consistent method

A 1-step method I is said tobeCONSISTENT
exact solution z

,

the sum ofifforevy re
or 2. leal tends to 0 as

OIIN-1



hmax tends to 0.

Rmk .
1

. This notion merely addresses the purely
-

thortical accumulation of local errors
,

and

doesNOT account for the deviation of the
calculated approximation from the actual solution!

Rmk . 2. An astute reader will note that we
-

have fixed a meet of [to,
tott) in the

introduction
,
but most analyses will produce an

expression for lenl only in terms of hmax
DEN

So
, we will require consistency independent of
anyspecific sequence of meshes of [to,to anyishmax -> 0

Re5· /Convergent Method

A 1-step method I is said to be CONVERGENT

if for every exact solution z,
the sequence (in3no

produced using I ,
i. o.

Yn+ 1 = Yn + hn(tn, yn ,
hn)

satisfies
max /yn-Eltus) -> 0 as hmai0.
OnEN



En practice, an applied Mathematician must also
account for the limitations of computing , e. g.

round-off errors.

So,
let [YnTnIN be the approximations

computed using the 1-step method prescribed
by I. Thus :

Whereas Yn+ 1
= Yn + hnE(tn

, yn , hn) @
one really computes

Ent = Ye+htn ,

jeh
We now introduce a notion of "goodness"
for a method that accounts for this :

Pef6 . (stabe method)

A 1-step method I is said to be STABLE
if there exists a constant ,

5 such that

max (n - yn) = S((y0 - yo +E(f)ONEN OIN

forall sequences Sinb and Ey gia
#



i.e. the successive errors inIn as compared to

thevalu,thatpresentedleval
error and the machine errors stay under
control.

Rmb . The optimal S , if it exists ,

is called

-the constant of stability
.

Hope . If a method is consistent and

stable
,
then it is convergent.

Lemma . Hope or

Prof. Note that
, by definition of local error,

Zltn+ ) = Eltn) + In (tu
, yn ,

hn) + en

& we assume our 1-step method is

statte
,
the dogi W/ Ent = Eltn) gives :

max (yn-Eltn)) 1 ,S(l%zHol + [len)DENEN

Oby
-> convergent . T by consistently .



Exercises

11. Calculate the local and global error

in Eule's Method and the Midpoint Method.

2. For a tipe of real numbers ( , + , V) with

TRY
, OXX, 4,211 ,

consider the 1-step Method
STRY AGAIN

AFTER LEC2)
Ynx = Yn+ hn[(tn

, yn ,
hn)

where

G (t,y ,h) = &f(t , y) + & f(t +- , y+ f(t,y)
+ f(t +h

, y +hf(t,h)

(a) Assume that f(t
, y) is Lipschitz in y

WI Lipschitz constant R
,

i . e.

(f(t, y) - f(t, yz)) < k(y ,
-ya)

F (t, y .)
,

(t, yz) e (to
,
totT] XR . Assume also

thatf is Co on (to
,
to+T] X.

for what triples K, %,
2) is stable ?

(b) For what triples (4 , 4, 21 is I consistent !
convergent ?


